Journal of Memory and Languag, 576—-593 (2000) ®
doi:10.1006/jmla.2000.2711, available online at http://www.idealibrary.corl M %I.

Conventional Language: How Metaphorical Is It?
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We evaluate a fundamental assumption of Lakoff and Johnson’s (1980a, 1980b) view that people
routinely use conceptual mappings to understand conventional expressions in ordinary discourse.
Lakoff and Johnson argue that people rely on mappings such as ARGUMENT IS WAR in
understanding expressions suchascriticism was right on targetVe propose that people need not
rely on conceptual mappings for conventional expressions, although such mappings may be used to
understanchonconventionagxpressions. Three experiments support this claim. Experiments 1 and 2
used a reading-time measure and found no evidence that readers used conceptual mappings to
understand conventional expressions. In contrast, the experiments did reveal the use of such
mappings with nonconventional expressions. A third experiment ruled out lexical or semantic
priming as an explanation for the results. Our findings call into question Lakoff and Johnson’s central
claim about the relationship between conventional expressions and conceptual mappings
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Lakoff and Johnson (1980a, 1980b) proposeldas been extremely influential not only in the
a radical theory of concepts and language whiatognitive sciences but also in fields such as

we refer to as the conceptual mapping view. literary studies (e.g., Gibbs, 1994; Kovesces,
1986, 1988; Sweetser, 1990; Turner, 1987). In
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The linguistic assumption is that this kind ofSurely, children can understand the concept o
conceptual metaphorical mapping is reflected ianger before they learn about the properties o
the expressions that people use every day. Foeated fluids under pressure (Ortony, 1988)
example, expressions such Kty spirits rose With respect to a weaker version, in which
and Thinking about her always gives me a lifttconceptual metaphors provide at least partia
are claimed to be instantiations of the metaphostructuring of ordinary concepts, Murphy ar-
ical mapping HAPPY IS UP, and utterancegued that the available data do not discriminate
such as'm depressedand My spirits sankin-  between the conceptual mapping view and more
stantiate the mapping SAD IS DOWN (Lakoffparsimonious similarity-based accounts, such a
and Johnson, 1980a, p. 15). These two assumpentner’s (1983) structure mapping theory.
tions are related but not identical. The first As Murphy and others have pointed out, there
concerns the structure of the human conceptuial a major problem with using only linguistic
system. The second is about the relationshigvidence to argue for functional relations be-
between this purported conceptual structure anidleen thought and language. The history of the
everyday language use. In this article, wéinguistic relativity debate clearly shows that
present evidence that challenges this seconding only linguistic evidence to argue for deep
basic claim of the conceptual mapping viewgonnections between language and thought i
that conventionalized expressions functionallgircular (Glucksberg, 1988). How do we know
instantiate metaphorical conceptual mappingsthat people think of happy and sad in terms of
up and down? Because people talk about happ
and sad using words such as up and down. Wh;
As Gibbs (1994) argued, the theory of condo people use expressions such as his spirit
ceptual mapping is a theory of thinking. Despiteose? Because people think of happy in terms o
its widespread influence, the theory is controdP. Clearly, these arguments are circular anc
versial (e.g., Green & Vervaeke, 1997; Jackengbrovide no substantive support for the concep-
off & Aaron, 1991; Kennedy & Vervaeke, tual assumption (See Gibbs, 1997, and Murphy
1993; Murphy, 1996; Ortony, 1988; Quinn,1997, for a discussion of these issues). Similal
1991; Steen, 1994; Vervaeke & Green, 1997problems arise with respect to the linguistic
Murphy suggests that to the extent that it is assumption, to which we now turn.
psychological theory it must be explicated in L .
terms of both representation and process. Muf"€ Linguistic Assumption
phy considered two representational interpreta- Lakoff and Johnson argue not only that met-
tions of the view, a strong version and a weakphorical conceptual mappings are reflected ir
version. In the strong version, all concepts othdhe expressions that we use, but also that we us
than those based directly on perception (e.g., thleese conceptual mappings to understand thos
concept of red) are entirely metaphoricallyexpressions. Consider the expresside was
based, with no structure of their own. A conceptlepressedStandard linguistic and psycholin-
such as argument, for example, would be urguistic theory would view this as a straightfor-
derstood entirely in terms of war. Murphy ar-ward literal utterance, and understanding it
gued that such a strong view is incoherent bevould entail no more than accessing the lexical
cause, among other things, there are aspectsesftry for “depressed” along with ordinary syn-
war (e.g., armies with chains of command) thatiactic and pragmatic operations. In contrast,
are simply not part of our understanding oLakoff and Johnson would claim that the term
arguments. The strong view is also problematidepressed is not only a reflection of the meta-
from a developmental perspective. Emotiophorical mapping SAD IS DOWN, but also that
concepts such as anger are said to be basedthiis mapping is functionally activated and used
such conceptual mappings as ANGER 1$0 understand expressions using this term. We
HEATED FLUID UNDER PRESSURE, as re-refer to this process as the functional instantia-
flected in expressions such de blew up. tion of the metaphorical mapping.

The Conceptual Assumption
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Lakoff and Johnson’s primary source of evi-ty in which something can be more or less on
dence is the existence of systematic sets tdrget (see Quinn, 1991, for analogous argu:
conventional expressions that seem to cohengents about conventional metaphoric expres
with respect to a metaphorical mapping. Fosions).
example, when people talk about arguments, the The theoretical issue that we address, then, i
following expressions are often used: whether people use conceptual mappings whel
understanding expressions that Lakoff and
Johnson claim reflect those conceptual meta
phors. The empirical evidence on this issue is
sparse. One relevant study was reported by All-
and so on (Lakoff & Johnson, 1980a, p. 4)britton, McKoon, and Gerrig (1995). Allbritton
Indeed, upon reading such a list it seems emét al. provided readers with texts that containec
nently plausible that these expressions migimotential instantiations of a particular mapping.
reflect a mapping such as ARGUMENT ISFor example, one text read that “the city’s crime
WAR, but subjective plausibility may be mis-epidemic was raging out of control,” and later it
leading. As Keysar and Bly (1995, 1999) arstated that “Public officials desperately looked
gued, a mapping such as ARGUMENT ISfor a cure.” Both sentences presumably reflec
WAR can be the result of an inference that ishe mapping CRIME IS A DISEASE. Using a
made after learning the meanings of converpostcomprehension cued-recognition measure
tional expressions instead of motivating thosdllbritton et al. found that recognition of the
expressions in the first place. first sentence was facilitated when cued with the

To point out the difference between the twsecond, suggesting that a link in memory hac
alternatives, consider Lakoff and Johnson’'been established between these two sentence
claim that “it is important to see that we don’tWhile this finding is consistent with the concep-
just talk about arguments in terms of war. Weual metaphor view, it still leaves open the pos-
can actually win or lose arguments [. . .] It is insibility that the initial comprehension of the
this sense that the ARGUMENT IS WAR met-sentences, especially the first sentence in eac
aphor is one that we live by in this culture; ittext, did not entail the use of conceptual map-
structures the actions we perform in arguing.pings.

Our alternative claim is that we usualip “just McGlone (1996) examined metaphor com-
talk” about arguments using terms that are alsorehension and provided evidence against the
used to talk about war. Put more simply, theonceptual metaphor view. He compared two
words that we use to talk about war and to talkccounts of how people understand nominal
about arguments are polysemous, but systematetaphors of the form X IS A Y. The first is
ically related. Just as a word such as depress chakoff's conceptual-mapping account (La-
be used to talk about either physical depressidwff & Johnson, 1980; Lakoff, 1993), the
or emotional depression, words such as win @econd, Glucksberg and Keysar's (1990)
lose can be used to talk about arguments, wagsoperty-attribution model (see also Glucks-
gambling, and romances, with no necessary infberg, McGlone and Manfredi, 1997). Accord-
plication that any one of these domains provideisg to the conceptual-mapping view, nominal
the conceptual underpinning for any or all of thenetaphors are understood as specific instan
others. The bottom line is that conventionatiations of systematic conceptual-mappings
expressions can be understood directly, withothat are part of our world knowledge. For
recourse to underlying conceptual mappinggxample, the metaphddur marriage was a
Thus, when we say that an argumentight on roller-coaster ridewould be an instantiation
targetwe do “just talk” about arguments usingof the conceptual mapping LOVE IS A
terms that we also happen to use when we talOURNEY, in which lovers correspond to
about war—and music, art, literature, journaltravelers, romantic relationships to traveling
ism, film criticism, and any other human activ-conveyances, interpersonal problems to phys

Your claims are indefensible, He attacked every weak
point in my argument, His criticisms were right on
target, If you use that strategy, he’ll wipe you out,
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ical obstacles on a route, and so forth. In thpothesis that readers activated and use
property-attribution model, metaphors are uneonceptual mappings, it is not the only alterna-
derstood as what they appear to be, i.e., clastive. To test the possibility that preference neec
inclusion assertions in which the topic (e.g.not reflect functional entailment, Glucksberg,
marriage) is assigned to a category that is &rown, and McGlone (1993) used both a pref-
yet not lexicalized (things that are exciting.erence test and an on-line reading measure
appear unstable, etc., which roller-coastershey found that while people preferred stylisti-
exemplify). McGlone examined whether peo<ally consistent idioms, comprehension of the
ple used conceptual mappings or attributivepreferred idioms was no faster than the nonpre:
category knowledge to understand nomindkrred idiom. Glucksber@t al. concluded that
metaphors. In a metaphor paraphrase tasklthough such mappings might be available,
McGlone replicated earlier findings (Glucks-they are not routinely accessed and used fo
berg & McGlone, 1999) in favor of the attrib- idiom comprehension. In our terms, the poten-
utive-category view. For example, whertial mapping was not used for comprehension.
asked to paraphrase the expressiim Mor- Idioms, of course, are the most extreme cast
land’s lecture was a full course meal for theof conventionalized speech. It could be that
mind, participants gave responses having taiom comprehension does not require the use
do with fullness and completeness, but nodf conceptual mapping, but that general conven
with food. In a similarity-rating task, similar- tionalized expressions such la®s depressedio
ity among metaphor meanings did not depenentail the use of such mappings. We presen
on similarity of hypothetical conceptual map-three experiments that test this hypothesis an
pings, but rather on similarity of attributive examine the conditions under which metaphor-
categories. Finally, using a cued-recall paraeal mappings may be either accessed or create
digm, McGlone found that attributive cate-in order to facilitate comprehension.
gory cues were far better recall cues than .
were conceptual mappings cues. These ré/hen Might People Use Conceptual
sults, obtained with a set of converging oper- Mappings?
ations, provided clear evidence that concep- We will argue that conceptual mappings are
tual mappings do not necessarily or evenot routinely used when people comprehend
routinely underlie people’s comprehension o€onventional expressions. If this is the case,
everyday, conversational metaphors (Mcthen there would be no role for purported con-
Glone, 1996). ceptual-level mappings when people compre-
Similar problems exist for the data onhend conventional expressions. In contrast, lan
whether conceptual metaphors might underliguage users might make use of a conceptue
idiom comprehension (see, e.g., Gibbs, 1992apping when circumstances are appropriate
Gibbs & Nayak, 1991; Gibbs & O’Brien, 1990). either by creating a conceptual mapping or by
Idioms such ase blew his staclre said to be using a preexisting one. In terms of our earlier
motivated by mappings such as ANGER IS&xample, people should not need to use the
HEATED FLUID IN A CONTAINER. Gibbs mapping SAD IS DOWN to understand a con-
and Nayak (1991) presented people with storiagntional expression such dsn depressed.
that were consistent with this mapping, usingdowever, the mapping might well be used for
expressions such &he was getting hotter with novel and explicitly analogical utterances such
every passing minutendAs it got closer to five asI’'m feeling lower than a piece of gum stuck
o'clock the pressure was really building up.on the bottom of your bootBoth the novelty of
People preferred to complete such texts witthe expression and the explicit statement of the
idioms that were stylistically consistent with theanalogy between emotional state and lownes:
earlier ones (e.gbhlew her top than with idi- invite, perhaps require, the use of the analogy tc
oms that were not (e.ghit his head off. Al- understand the expression. Accordingly, we ex-
though this finding is consistent with the hy-plore the roles of novelty and explicitness as
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conditions that might foster the use of concepple also conceive of ideas as people. That i
tual mappings. Specifically, we expect that peovhy we say things such a#/hose brainchild
ple will be more likely to use conceptual mapwas that?; Look at what his ideas have
pings for novel, nonconventional than forspawned; Those ideas died off in the middle
conventional expressions. Second, expliciges.If a scenario instantiates this mapping at
mention of a mapping (e.g., stating that “ofterthe conceptual level, then it should facilitate the
an argument is like war”) might foster use ofcomprehension of a nonconventional expres.
that mapping if appropriate expressions appeaion that might require the instantiation of the
in the text. mapping. Consider the following scenario,
How can we test for use of conceptual mapwhich presumably instantiates the mapping
pings? We use Lakoff and Johnson’s exampld®EAS ARE PEOPLE. The italicized expres-
of conventional expressions, which presumablgions are mostly taken from Lakoff and John-
instantiate conceptual metaphors. If people us®n, and the ensuing underlined expression is a
the relevant mappings while reading these exinconventional instantiation of the mapping:
pressions, then the mappings should be readily
a.CCESSIble tO. support .the use of other expres- As a scientist, Tina thinks of her theories as her
sions that might require the same mappings. contribution. She is arolific researcherconceiving
The crucial test, though, is not whether another an enormous number of new findings each ya&ara
conventionalized expression is supported by the is currently weaning her latest child.
precedlr_1g convenUonghzed EXpressions. Thﬁow contrast this scenario with a scenario that
reason is that conventional expressions that a8 as not use the mappina-related terms:
about the same topic might very well be asso- ppIng '
ciated with one another, but such association No-mapping scenario
might simply be a linguistic association. For  As a scientist, Tina thinks of her theories as her
example, the expressiofde is a warm person contribution. She is a dedicatgd researcher, ir_1itiating
andShe is very coldould be associated on the 2" enormous number of new findings each y&ara
. . . . is currently weaning her latest child.
linguistic level because of the high lexical as-
sociation betweernot and cold. Therefore, if If the conceptual mapping view is correct, then
conventionalized expressions supportly the the first scenario should instantiate the concep
use of other associated conventional expretial mapping but the second scenario shoulc
sions, then one need not postulate the mediatiot. Therefore, it should be easier to understan
of an underlying conceptual mapping, only a sehe final sentence following the first than the
of highly related linguistic expressions. In consecond scenario. However, our claim is that the
trast, if a conceptual mapping is really beindirst scenario uses stock phrases that can b
used for the comprehension of conventionalizednderstood directly, and so it need not invoke a
text, then this mapping should support the useonceptual mapping. Therefore, there should be
of any novel expressions that it might motivateno difference in ease of comprehension of the
Thus, while his criticism was right on target final expression between the two types of sce-
might not require use of a mapping betweenarios because neither involves conceptua
argument and waris criticism was a guided mappings.
cruise missilemight very well do so. We reasoned further that perhaps reader:
would use conceptual mappings when they are
EXPERIMENT 1: MAKING MAPPINGS explicitly invited to do so. There are reasons to
EXPLICIT expect readers to accept such explicit invitations
According to Lakoff and Johnson (1980aput also reasons why they might not. In an
1980b), people conceive of ideas in many difearlier study we had asked readers to generat
ferent ways. For example, they conceptualizéhe meaning of the metaphor A LIFETIME IS A
ideas as plants, products, commodities, arldAY (reported in Glucksberg & Keysar, 1990;
money. According to Lakoff and Johnson, peosee also McGlone, 1996). We found that people

Implicit-mapping scenario
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are much more likely to generate a simple atparadigm is sensitive enough to detect an effect
tributive interpretation (e.g., “life is short”) than we added a fourth condition as a manipulation
to generate an entailment of a conceptual mapheck. Gibbs (1990), as well as Onishi and
ping (“death is dusk”). However, a differentMurphy (1993), demonstrated that referential
procedure can lead to a different result. Using mnetaphors are more difficult to understand thar
recognition task, Gibbs (1992) presented readiteral referring expressions. Our novel target
ers with the explicit conceptual mapping Aexpressions (e.g., The journey should not las
LIFETIME IS A DAY and asked them to selecttoo long) are metaphorical referring expres-
from a list of sentences those which “best resions. We added a scenario that rendered thes
flected the meanings of this metaphor.” Hearget expressions as literal (i.e., “literal condi-
found that readers tended to select sentencésn”):

that spelled out entailments of the conceptual
mapplng (e.g., "birth is dawn”). Perhap;, then, As a scientist, Tina thinks of her theories as chil-
if we tell readers that they should think of dren. She makes certain that she nurtures them all.
argument as journey they would realize that gut she does not neglect her real children. She mon-
when one is talking aboytointing out a posi- itors their development carefullyTina is currently
tion and aboutarriving at a compromiseone ~ Weaning her latest child.

might be spelling out & mapping between argusyen Gibbs (1990) and Onishi and Murphy’s

ment and journey. In other_ vyords, p(_erhaps theéngB) findings, it should be easier to under-
W.OUId do what G.'bbs part|C|pa_1nts dld_recog'stand the conclusion when it is intended liter-
nize that conventional expressions are related ;‘qu_ This would demonstrate the ability of our

the epr.|C|t mappings. One way to invite peoDIemethod to detect differences and would allow us
to consider a mapping would be to start eacl v finer conclusions, even if there is no
scenario with an explicit mention of the Map-itterence between ease of comprehension o

Literal-meaning scenario

ping, as in: the conclusion following the first three scenar-
Explicit-mapping scenario ios.
As a scientist, Tina thinks of her theories as her
children. She is grolific researcherconceivingan Method
enormous number of new findings each y&ana is
currently weaning her latest child. Participants. Forty-four* University of Chi-

cago undergraduates contributed data for thi

We call this the “explicit-mapping” condition, . . . .
P pping experiment; all were native American English

in contrast to the “implicit-mapping” and theS cakers
“no-mapping” conditions illustrated with the P '

first and second scenarios, above. In the explic- Materials. We generated 16 item sets, each

it-mapping condition, readers might indeed cre§et for a different conceptual mapping. Table 1

ate appropriate conceptual mappings, and tht%owdes a sample of item sets. We obtained the

tual mappings from Lakoff and John-
be better prepared to comprehend the novSPn,Cep
target expression. Alternatively, if readers d on's (1980a, 1980b) examples and used ther

not understand the target expression witW'th minor editing to fac.|I|tate texjual flow. For
each conceptual mapping we first constructec

greater ease in the explicit-metaphor conditioqhe implicit mapping scenario by relying as

then there would be two possible interpreta- .
b P much as possible on examples of stock phrase

tions. Either our experiment is too noisy to .
detect differences or readers do not use tfPerOV'ded by Lakoff and Johnson. We then cre-

mapping even under such explicit conditions—atEd the no-mapping condition by replacing the

they do not recognize or notice the CormeCtiowetaphoncally related phrases with expression:

of the explicit mapping between ideas and peo- , _ . .
le to the related stock phrases in the scenari In Experiment 1 data from two participants were-dis

P P J:grded because their quiz errors exceeded criterion. Dat

such asconceiving. from two additional participants were discarded because of
In order to assess whether our experimentahusually poor cooperation and erratic performance.
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TABLE 1

Example ltem Sets from Experiments 1 td 3

Love is a patient

No mapping “Love is a challenge” said Lisa. “I feel that this relationship is in trouble. How can we have an enduring marriage i
you keep admiring other women?” “It's your jealousy,” said Tom.

Implicit “Love is a challenge” said Lisa. “I feel that this relationshipois its last legsHow can we have atrongmarriage if
you keep admiring other women?” “It's your jealousy,” said Tom.

Explicit “Love is a patient,” said Lisa. “I feel that this relationshipads its last legsHow can we have atrongmarriage if
you keep admiring other women?” “It's your jealousy,” said Tom.

Literal “Love is a patient,” said Lisa. “It is difficult enough to keep alive when everything goes right. But it is impossible
when you're not even healthy.” “What did the doctor say is wrong with me,” asked Tom. “It's cancer,” Lisa
answered.

Target sentence: “You're infected with this disease.”

Target word: Infected

Novel “Love is a patient,” said Lisa. “I feel that this relationshipaisout to flatline. How can weadminister the right
medicineif you keep admiring other women?” “It's your jealousy,” said Tom.

An argument is a journey

No mapping The marriage counselor explained how to solve problems. Think of an argument from a variety of perspectives. Y
explain your position and build on prior agreements, eventually getting to a compromise. One thing you must
remember:

Implicit The marriage counselor explained how to solve problems. Think of an argument from a variety of perspectives. Yo

point out your positiorandproceed in a sequential fashioayentuallyarriving at a compromise. One thing you
must remember:

Explicit The marriage counselor explained how to solve problems. Think of an argument as a journgyoiivtoout your
positionandproceed in a sequential fashioayentuallyarriving at a compromise. One thing you must remember:

Literal The travel agent explained to us how to plan our vacation. Think of an argument as a journey. Now think of your
travel plans. You want to spend as little time traveling to your destination as possible. So remember one thing:

Target sentence: The journey should not last too long.

Target word: Journey
Novel The marriage counselor explained how to solve problems. Think of an argument as a journgynp@nt out your
coordinatesanddrive along an established routeyentuallyparking ata compromise. One thing you must
remember:
Ideas are people
No mapping As a scientist, Tina thinks of her theories as her contribution. She is a dedicated researcher, initiating an enormou

number of new findings each year.

Implicit As a scientist, Tina thinks of her theories as her contribution. Shepi®lific researcherconceivingan enormous
number of new findings each year.

Explicit As a scientist, Tina thinks of her theories as her children. Shepiwléfic researchergonceivingan enormous number
of new findings each year.

Literal As a scientist, Tina thinks of her theories as children. She makes certain that she nurtures them all. But she does
neglect her real children. She monitors their development carefully.

Target sentence: Tina is currently weaning her latest child.
Target word: Weaning

Novel As a scientist, Tina thinks of her theories as her children. Shdegite researchergiving birth to an enormous
number of new findings each year.

# The four conditions of Experiment 1 appear first, followed by the target sentence, then the modified Explicit condi
appears, with the novel expressions as they appeared in Experiment 2. The target word from Experiment 3 is belo
target sentence. The metaphor-related expressions are italicized for expository purposes.
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that carried similar meanings but were not fronsentence that spelled out the mapping betwee
the base domain. the two domains, as ilife is a gambling game
According to Lakoff and Johnson, it is pos-or love is madnessThe final target sentence
sible that phrases in our no-mapping conditiowas a nonconventional expression related to the
would still conjure up concepts related to theonceptual mapping, and it was identical in all
metaphorically mapped domain. For exampleonditions. Last, we created a scenario that al
the word “argument” by itself might be under-lowed a literal interpretation of the target sen-
stood by mapping onto “journey.” We verifiedtence.
that the no-mapping condition did not conjure In addition to the experimental items, the lists
up such mapping by asking 12 native Englisincluded 10 filler scenarios so that participants
speakers to rate the no-mapping and the implicitould not anticipate or notice a particular pat-
contexts. We explained to them that exprestern. Here is a sample filler:
sions such _aHe’S ov_erﬂowmg. with ideasug- My two-year-old is a real comic. Last night | said to
gest that minds are like containers that can hold him “Darrel, have you finished dinner now? Is your
ideas. We then asked them to decide for each belly full, full, full?” “Yes, Dad,” he replied. “But |
context what the topic is being compared to; for want some chocolate!” A little angrily | asked: “If
example, we asked them to fill in the blank in your be_IIy is full, where will you put that chocolate?”
. w . . . He replied, “My mouth!”
this sentence, “In this scenario, minds are met-
aphorically likened to " For the no-map-The fillers’ final sentences were neither meta-
ping scenarios only 7% identified the intendeghorical nor novel, and none of the fillers had
mapping; in the remaining 93% of the casesonsistent allusions to a conceptual mapping
participants either wrote “none” or identified aTo make sure that participants paid attention tc
different mapping. This test serves as a maniphe text, they received a surprise quiz after eigh
ulation check, showing that there is no impliedgscenarios. The quiz included yes/no question:
mapping in the no-mapping condition. that tested for comprehension of details. We se
In contrast, in 26% of the implicit scenariosa conservative criterion for quiz performance
participants identified the intended mappingand discarded the data of participants who mad
The rate of mapping identification in the im-more than one error on the quizzes (more thar
plicit condition was reliably higher than in the12.5% error rate).
no-mapping condition,F1(1, 11) = 13.31, The materials were divided into four subsets,
MS. = .069; F2(1, 13) = 7.39,MS, = .153. each including one case from each item set, «
Note that even in the implicit-mapping condi-fourth in each condition. The conditions were
tion, participants generally did not identify thecounterbalanced.
intended mapping. This is curious because we Procedure and desigRarticipants read each
created the implicit-mapping scenarios with exScenario on a computer screen. The scenaric
pressions from Lakoff and Johnson (1980)vere presented line by line, with each line con-
where these expressions are presented as d@ining a full sentence unless a sentence wa
dence for this very mapping. It is, of course, stilfelatively long, in which case it was broken
possible that even though participants were n§lown in a way that allowed the reading to flow
able to explicitly report the mapping in somenormally. They were instructed to press a button
cases, they could still rely on such conceptu@s soon as they comprehended each line. Th
mapping during comprehension. Experiment §arget sentence was not singled out and ap
is designed to test this. peared as the final sentence for each of the 1
The explicit-mapping condition was identicalitems. At the end of each scenario participants
to the implicit-mapping condition, except that'eéceived an “end of scenario” message which

the first or second sentence was replaced withf@mained on the screen until they pressed :
continue button. Participants were encourage

2 This test was conducted after the main experiment but & take advantage of these break points when
presented here for better flow of presentation. ever they wanted to rest. After they pressed the




584 KEYSAR ET AL.

2000 1

None Implicit Explicit Literal

Mapping Type

FIG. 1. Mean reading times in Experiment 1 for novel target sentences in contexts that suggested no
metaphorical mapping, implicit mapping, explicit mapping, or a literal reading.

continue button, a “Prepare for next scenariodbove 4SDs longer than the mean reading time
message appeared on the screen for 5 s, awdre excluded. This eliminated only 4 data
then the next scenario began. Following eight gioints (less than 1% of the data). We report the
the scenarios, a “quiz” message appeared withresults for 15 of the 16 items because of exper:
question to which participants replied by pressmental errors in one iteh.(The pattern of
ing a yes or no button. Before the experimentesults is identical when the 16th item is in-
started, participants received three practice sceluded.) Unless otherwise noted, all statistical
narios, and following two of the practice scetests were two-tailed, with thevalue less than
narios they received a quiz, one which require@®s.
ayesanswer and one which requiredna an-  We submitted the latency data to a one-way
swer. The computer collected reading time foANOVA with repeated measures. There was a
each line and registered the answers to the quigignificant main effect of condition, [F1(3,
zes. Items and fillers appeared in a different29) = 9.80,MSe = 65060;F2(3, 42)= 6.68,
random order for each participant. MSe = 38507]. The pattern of mean reading
The design of the experiment was withintimes appears in Fig. 1. Consider first the mean:
subjects, with four context conditions: no mapfor the no-mapping (1853 ms) and the implicit-
Fingllimp”Cit mapping, explicit mapping, andmapping (1912 ms) conditions. According to
iteral.

® By mistake, item 1 did not include the correct condi
Results and Discussion tions in Experiments 1 and 2; item 3 did not include the
. . correct information in Experiment 2. The data from the
Extreme reading times for target sentencesistaken items were not included in the analyses for Ex-
were trimmed: Latencies below 500 ms an@eriments 2 and 3 and the manipulation checks.
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the conceptual metaphor view the compreherthat an explicit statement of the mapping was
sion of the target sentence should have beewt sufficient to make the connection between
facilitated by the mapping-related terms of thehe stock phrases and the metaphors that the
implicit-mapping condition compared to the nopresumably instantiate. In Experiment 2 we
mapping case. Clearly, no such facilitation octested our second claim, that contexts with
curred. In fact, the target sentence took slightlpovel or nonconventional expressions do in-
longer to comprehend following the implicit- stantiate conceptual mappings. We reasone
mapping than following the no-mapping condithat if we changed the stock phrases in the
tion. The response time in the implicit-mappingexplicit-mapping condition to be less conven-
condition was not significantly slower than intional, then perhaps that would lead readers tc
the no-mapping condition (botks < 1; all create conceptual mappings. Consider again th
planned contrasts). In contrast, the literal corexample from Experiment 1, using the mapping
dition (M = 1617 ms) was faster than all thelDEAS ARE PEOPLE. The explicit mapping
other three, F1(1, 43) = 34.5,MS, = 53109; condition in Experiment 1 used stock phrases
F2(1, 14)= 22.9,MS, = 32014]. This suggests as in:
that the _procedure was SUffICIe.ntly powerful to As a scientist, Tina thinks of her theories as her
detect differences had they existed. children. She is grolific researcherconceivingan

The explicit-mapping condition yielded inter-  enormous number of new findings each y&na is
esting results. The mean reading time for that currently weaning her latest child.

condition was almost identical to that of the . . . .
. . In this experiment, the novel-mapping condition
no-mapping condition (1844 and 1853 ms, re t b bping

) . of this item uses less conventional expressions
spectively; bothFs < 1). This suggests that P

even when the mapping is spelled out, it is not As a scientist, Tina thinks of her theories as her
sufficient to lead readers to use the mapping in children. She is dertile resegrcr_\ergiving birth_to an
the process of comprehending the stock phrases.ngrg:gﬁvgl;r;tr’]zrr?;'}‘;‘t"é:t”gr']?%f each yéana is
The explicit mapping mean reading time was 68
ms faster than that of the implicit mappingSo whileconceivings a relatively conventional
condition. Though this might suggest facilita-way of talking about ideagiving birthis quite
tion, the difference was not significant (bothunconventional. If comprehension of target sen-
Fs<1). tences is facilitated following such unconven-
The results of this experiment are straightfortional context, then that would indicate that
ward. Comprehension of the target sentencésaders retrieved or created and considered th
was not affected by the type of context: Anrelevant conceptual mappings. We therefore
implicit suggestion of conceptual mappings digoredict shorter reading times for target sen-
not show any indication that mappings werdgences in the novel-phrase condition in Experi-
used, and even an explicit mention did not fament 2.
cilitate comprehension. These results cast doubt
on a major claim of the conceptual metaphoMethod
view—that conventional expressions that seem Participants. Forty-eight University of Chi-
to be motivated by conceptual mappings funccago undergraduates, all native English speak
tionally instantiate such mappings. ers, participated for pay.
Materials. The same 16 items and 10 fillers
from Experiment 1 were used in this experi-
EXPRESSIONS ELICIT CONCEPTUAL ment, except that in the explicit mapping con-
MAPPINGS? dition we replaced the mapping-related stock
Experiment 1 demonstrated that even expliciphrases with less conventional phrases. Table
mention of conceptual mappings did not leadlustrates these changes.
readers to use those mappings when stockAs a manipulation check we tested the items
phrases were used. In addition, we discoverdd make sure that the phrases we replaced re

EXPERIMENT 2: DO NOVEL
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sulted in a less conventional context in the novedonventional expressions than the original im-
condition than in the implicit conditiof. plicit conventional contexts.

Twelve native English speakers received an ex- In addition to the conventionality manipula-
planation about how expressions can vary ition check, we wanted to avoid a confound.
conventionality with respect to the idea thafrhere is a possibility that the novel instantia-
they are supposed to communicate. We illugions of the metaphor might tend to be more
trated this by contrasting a conventional way o$pecific instantiations of the base domain. For
describing someone who was running vergxample, in the ARGUMENT IS A JOURNEY
quickly, he was running like the windyith a mapping the phrasg@roceed in a sequential
much less conventional expressitwe, was run- fashion in the implicit context was replaced
ning like a Porsche on a German highwahe Wwith the phraselrive along an established route
participants received the implicit and novel sceto create the novel context (see Table 1). Driv-
narios for each item side by side, with théng is a specific way of proceeding in a journey,
corresponding phrases underlined. We did nénd more specific contexts might facilitate the
include the final, target sentence, as this seRomprehension of an often specific target sen
tence was novel across all conditions. Partictence. To make sure we did not confound nov-
pants then performed two tasks. First, they irelty with specificity, we evaluated correspond-
dicated which story version conveyed thdng phrases in the novel and implicit conditions
underlying theme in a more conventional wayfor their specificity of reference.

Then they rated the conventionality of each After they judged the conventionality of con-
scenario separately on a 6-point scale. For ef€Xts, the same participants were asked to eva
ample, after reading the scenarios for TIME |$iate the specificity of expressions in the contex
MONEY, participants first chose which versionScenarios. Here is an excerpt from the instruc;
was more conventional and then answered ti@ns: “In many situations, there are multiple
question “How conventional do you think eachvays of expressing the same idea, and on
story is with respect to TIME?” Two identical important way in which linguistic expressions
rating scales were provided, one for each vefan differ is in how explicit or specific they are

sion: the scales went from ore unconven- with respect to the idea that they are trying to
tional. to 6. more conventionalScenarios were Communicate.” Participants were instructed tha

presented in a random order. "For each pair of terms, you should indicate

As expected, participants were most likely tgVhich one seems to be mosgecificor exp‘I‘icit
select the implicit contexts as more convenil NOW it éxpresses the underlying idea.” They

tional than the novel contexts (83% vs 179then received the implicit and novel contexts of

respectively). We coded each implicit contexfach item side by side. We underlined the con.
choice as+1 and each novel context choice a¥entional expressions in the implicit context
—1. and found that the mean was significantl)‘?nd their corresponding novel instantiations anc
différent from zero, f1(11) = 8.03, t2(13) = asked the participants to compare the extent t
7.49]. For the separate ratings of each versioWh'_Ch f[hese EXpressions were_spgcmc or ex
the novel contexts were rated as less conveHI—'C't with respect to the underlying idea. Their
tional M = 2.7) than the implicit contexts task was to select the expression that was mor

[M = 4.6; difference score significantly greaterSpeCiﬁc' or t_h_ey could indicate that they were
than zerot1(11) = 9.07,t2(13) = 6.55]. This eq::‘a”y Spic'f'cz f . ded
verifies that our items were constructed as in- ' o' Sach pair of expressions we coded a

tended, with the novel contexts containing Iesgrefgrg nce for the novel expression as 1, for the
implicit expression as-1, and no preference as

* This manipulation check as well as the specificity normo' 'Items had an_yWhere from two to five such
ing was conducted after the main experiment but is prd?@irs of expressions, so we summed the scor
sented here for better flow of presentation. for each subject for each item, which gave items
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FIG. 2. Mean reading times in Experiment 2 for novel target sentences in contexts that suggested no
metaphorical mapping, implicit mapping, included novel instantiations, or a literal reading.

with more pairs more relative weight. An over-Results and Discussion
all positive mean, then, would indicate that

. . . Extreme reading times for target sentences
novel scenarios were more specific, a negative . _ )
were trimmed as in Experiment 1 (below 500

mean would indicate that implicit scenarios .
were more specific, and a zero mean woulldl'® and above 8Ds longer than the mean). This

suggest no such differentiation. The mean of afFSUlted in the ellmlnat!on of 1.2% of the data.
these sums was .07, which was not reliabl one-way ANOVA with repeated measures

different from zero s <1). When the data are yielded a significant main effect of conditions
analyzed by averaging the score for each itefpl(3, 141)= 4.83, MS, = 6135,F2(3,39) =
for each subject instead of summing it th§.91,M.Se = 25127]. .
overall mean is even closer to zeM & .01,Fs As Fig. 2 reveals, the pattern of mean reading
<1). These results clearly show that the noveltjfmes was precisely in accord with our predic-
manipulation is not confounded with specificitytion. Consider first the part that replicates Ex-
or explicitness of items. periment 1. The mean reading time in the im-
Procedure and desigriThe procedure and Plicit-mapping condition was not significantly
design were identical to that of Experiment 1faster than in the no-mapping condition (1731
Participants received the same instructions ar@hd 1782 ms, respectively; boHs < 1). This
practice. We predicted that comprehension Isuggests that readers did not use the mapping
tencies for target sentences would be faster in the implicit-mapping condition. As predicted,
the novel condition compared with the no-mapthe novel condition was faster than the no-
ping and the implicit-mapping conditions. mapping and the implicit-mapping conditions.
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In fact, the mean latency to comprehend target To evaluate this possibility we asked 12 na-
sentences in the novel condition was virtually asve English speakers to rate the degree to whict
fast as in the literal conditionM = 1629 and the context “prepares them” for the critical noun
1607 ms, respectively). The literal and novephrase in each of the target sentences. To illus
conditions were significantly faster than the ndrate this we provided three pairs of sentences
mapping and implicit mapping conditions,In the first pair, the first sentence prepares the
[F1(1,43)= 15.14,MS, = 57933, R2(1,14)= reader quite well for understanding “their tip” in
13.36,MS, = 26315.] the second sentence:
. These results replicate the fl_ndlngs in Exper' Mary and Stan thoroughly enjoyed the new restau-
iment 1 that show that conventional expressions rant. Their tip was particularly generous.
did not facilitate the comprehension of an in- ) ) .
stantiation of the conceptual mapping. Thidn the second pair the first sentence provides
shows no evidence for the claim that a stocl€SS Such preparation:
phrase instantiates a conceptual mapping duringmMary and Stan thoroughly enjoyed their evening.
comprehension. The results supplement the first Their tip was particularly generous.
experiment and show that novel expressiongnq the third provides the least amount of prep-
that reflect conceptual mappings between doyation:
mains do lead readers to either retrieve or create
analogies between those domains. Only Scenar_I\_/Ialry and St_an thoroughly enjoyed themselves. Their
ios that used novel expressions showed evi- P Was particularly generous.
dence that readers relied on conceptual map-Participants read one context for each item
pings. and rated the amount of support it provides the
There are, however, at least two alternativanderlined noun phrase. For example, they
explanations for our results, both simpler thamated the support that context provides jimur-
our hypothesis: (1) The results could be exneyin the target sentenc€he journey should
plained as an outcome of lexical priming and (2hot last too long.They used a 5-point scale,
it is possible that the novel condition facilitatedwith 1 marked aso supportand 5 asomplete
the comprehension of the target sentence bsupportfor the critical noun phrase in the target
cause of its discourse structure. We report a teséntence.
of the second explanation here, and Experiment We used three context types: the explicit con-
3 tests the priming explanation. text from Experiment 1 and the novel and the
Novelty of instantiation or discourse-level in-implicit contexts from Experiment 2. Recall that
ferential support?t is possible to explain the comprehension of the target sentence was
pattern of results in Experiment 2 in terms ofacilitated following the explicit context com-
general discourse processes. In the IDEAS ARBared to the implicit context in Experiment 1. If
PEOPLE item, the test sentence was “Tina ithe novel context was facilitated in Experiment
currently weaning her latest child.” In order to2 because it provided better inferential support
understand this sentence, the reader looks forfar the target sentence, then it should be ratec
referent for “her child” in the preceding context.higher than the implicit context. At the same
This referent might be more easily available inime, the explicit context should not be rated
the novel context, which statefina thinks of higher than the implicit context. If the explicit
her theories as her childretihan in the implicit context is also rated as providing more inferen-
context which only stated’ina thinks of her tial support than the implicit context, then such
theories as her contributionThe reader, then, inferential support cannot explain the results of
might have to draw more complex inference&xperiments 1 and 2.
following the implicit than the novel contexts. If  Participants rated both the novel (4.0) and the
the novel context provides better inferentiagxplicit contexts (3.7) as providing more infer-
support in this way, this might be sufficient toential support than the implicit context (2.8).
explain our results. The main effect was significantFL(2, 22) =
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15.17,MS, = .338,F2(2, 26)= 18.79,MS, = tence that would most likely be semantically
.298]. Planned contrasts revealed that the novetimed by the novel context. For example, for
context was rated significantly higher than th¢he IDEAS ARE PEOPLE item, the wokdean-
implicit [F1(1, 22)= 27.89,MS, = .338,F2(1, ing was selected in a pretest from the target
26) = 34.69, MS, = .298], and the explicit sentenceTina is currently weaning her latest
higher than the implicit F1(1, 22) = 15.87, child. Participants read the scenarios without
MS, = .338,F2(1, 26)= 19.5,MS, = .298]. the target sentences and then performed a lex
The novel and explicit contexts did not differcal decision task on those target words. If the
statistically F1(1, 22) = 1.69, MS, = .338, preceding novel context facilitates the recogni-
F2(1, 26) = 2.17,MS, = .298]. If the novel tion of the wordweaningin the target sentence
context facilitated comprehension because Vtia semantic priming, then such facilitation
provided more inferential support, then the exshould occur in this experiment as well. If,
plicit context in Experiment 1 should have fa-however, the novel condition is not facilitated in
cilitated comprehension of the target sentendexperiment 3, then we can conclude that the
as well, especially relative to the implicit con-results of Experiments 1 and 2 are not due tc
text. It did not, allowing us to reject inferential semantic priming.
support as an alternative explanation for the
results of Experiments 1 and 2. Method
Participants. Thirty-two University of Chi-
EXPERIMENT 3: CONCEPTUAL cago undergraduates, all native English speak
MAPPING OR PRIMING? ers, participated for pay.

It is still possible that the facilitation in the Materials. The experiment used the items
literal and novel conditions was due to semantifrom Experiment 2 without the target sen-
priming. For example, consider the IDEAStences. All the target words were true English
ARE PEOPLE mapping in Table 1. The novelwords, and therefore we added filler scenarios
context includedertile and giving birth in the that were followed by a nonword target. The
sentencé&he is a fertile researcher, giving birthnonwords were all in accord with English
to an enormous number of new findings eacbrthography and reflected the same variety of
year. This could have primed the word “wean-morphology as the target words (e.g., plural
ing” in the target sentenc@&ina is currently vs singular). To make sure that participants
weaning her latest childn contrast, the parallel read the scenarios, the experiment includec
sentence in the implicit-mapping condition wa®ight additional fillers that were followed by a
She is a prolific researcher, conceiving an enorquiz instead of a target word. The correct
mous number of new findings each yelaris answer to half the quizzes was YES and to the
possible that this sentence had no such primirgther half NO. Each participant saw each item
potential. If priming at the word level is indeedin one of the four conditions; versions and
responsible for the facilitation in the literal andconditions were counterbalanced as in Exper-
novel conditions then it voids our argument. Inment 2. Fillers were identical for all partici-
order to claim that the facilitation in the novelpants.
condition results from instantiation of the map- To select the target word from Experiment
ping, it is crucial to show that it is not due to2’s target sentences, we recruited eight addi
lexical or semantic priming. tional participants. We presented them with the

If word-specific priming is responsible for novel context of each item and asked them tc
the facilitation of the target sentence for thehoose the one word from the target sentenc
novel condition in Experiment 2, then such difthat is most related in its meaning to the context.
ferential priming should occur to those specifid@he word that received the majority of the votes
words following the context scenario. To tesfor each item was selected as the target word
this hypothesis, eight independent participantdote that this selection procedure biases the
selected the single word from each target semesults toward the alternative explanation be-
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FIG. 3. Mean reaction times in Experiment 3 to perform a lexical-decision task following each of the four
context types.

cause the words were selected Vigsi® the ranging between 0 and 3%. As Fig. 3 illustrates,
novel context. This increases the chances thédtencies of correct responses revealed a pattel
the novel context would prime the target wordpposite to the results of Experiment 2. While
in Experiment 3. Table 1 provides examples othe novel condition was faster than the implicit
target words. and no-mapping conditions in Experiment 2,
Procedure and desigrParticipants first re- here it was the slowesis = 885, 891, and 923
ceived an explanation about the lexical decisioms for no mapping, implicit, and novel, respec-
task and the quiz questions and then practicaively). The mean reaction time following the
the procedure. They received feedback aboliteral context was nominally the fastest (876
their accuracy during practice but not during thens), but a one-way analysis of variance re-
experiment. Participants received the context orealed no significant difference among these
the computer screen, pressed a button wheonditions Fs <1).
they finished reading it, and then the target word The data of Experiment 3 clearly rule out the
or a quiz appeared on the screen. When a targeiming-based alternative explanation of the re-
word appeared, participants decided if it was asults of the first two experiments. In Experiment
English word and responded YES or NO ag, we argued that the novel context condition
quickly as they could. The YES response wamstantiated the conceptual mapping. Conse
always mapped to the participants’ dominanguently, the reading of the target sentence wa
hand. The design was identical to that of Exfacilitated compared to the no-mapping and im-
periment 2. plicit-mapping conditions. In Experiment 3, the
response latency in the novel condition was
slightly longer than both the implicit and the
The analysis included the same items anaro-mapping conditions. This demonstrates tha
lyzed for Experiment 2. Error rates were lowthe target word was not primed more in the

Results and Discussion
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novel condition than in any other condition. Westand any particular metaphorical expressior
can therefore confidently conclude that semamray change as a function of familiarity and
tic priming at the lexical level was not respon-conventionality. When a metaphor is com-
sible for the results of Experiment 2. pletely novel, it may require different kinds of
inferential work than when it is very familiar.
GENERAL DISCUSSION Our findings are consistent with Gentner and
Taken together, the results of our three exier colleagues’ suggestion that when a meta
periments challenge a major claim of Lakoffphorical mapping is switched, readers encounte
and Johnson’s theory of conceptual metaphor-+aore difficulty than when the same mapping
that conventional expressions instantiate metgersists (Gentner & Boronat, 1992, 1999;
phorical mappings. In Experiment 1, we foundsentner & Wolff, 2000). Gentner and Boronat
that even explicit mention of a mapping such abad participants first read sentences sucHers
ARGUMENT IS WAR did not yield evidence anger had been simmering all afternocrhey
for conceptual mappings, most likely becauseere then faster to read a consistent continua
the explicit mentions were used with convention such aswhen Harry got home, she was
tional expressions. In Experiment 2, when theoiling over than a nonconsistent on&hen
context included novel instantiations of the conHarry got home, she was glacially coliflore-
ceptual mapping, we did find evidence for thever, when more conventional expressions were
use of conceptual mappings. used, the difference disappeared. These resul
The pattern of our results supports a straighteem analogous to the results of our Experi-
forward conclusion. People can understand coments 1 and 2.
ventional expressions, such #m depressed, Conceptual mappings, then, are not routinely
without recourse to any mappings between dassed, but instead may be generated and use
mains or, in Lakoff and Johnson’s terms, confrom perceived or inferred similarities between
ceptual mappings such as SAD IS DOWN. Irdomains. As Murphy (1996) has argued, simi-
essence, conventional expressions function &gity-based analogical reasoning models, sucl
do frozen metaphors such as thems, legs, as Gentner's (1983) structure-mapping model
seats,andbacksof chairs. In both cases—con-can account for comprehension of both novel
ventional expressions and frozen metaphors-and frozen expressions more parsimoniously
understanding is accomplished directly and litthan the conceptual mapping view. Murphy
erally. When, on the other hand, an expressidmases his argument primarily on the inadequac
or metaphor is novel, more inferential workof the conceptual mapping view as a model for
must be done. To understand an expression sulsbw people represent concepts, i.e., at the con
asthe crime rate has reached meltdown proporeeptual level. Our results enable us to extend hi
tions, people might either access or create acritique beyond the conceptual level to the level
analogy between crime situations and nucleaf language use.
reactors. If nuclear reactors had previously been Put most simply, the conceptual mapping
encountered as a metaphor for dangerous sitdew fails to distinguish between the direct un-
ations, then the conceptual mapping betweaterstanding of frozen and conventional expres.
nuclear reactors and dangerous situations cowibns on the one hand, and the inferential work
be accessed and instantiated in terms of crimintidat may be needed to understand novel expres
activities. On the other hand, if a person hadions, on the other. The failure of the conceptua
never before encountered a likening of crimenapping view is attributable in large part to
situations to nuclear reactors or, more generallj akoff's conflation of literal and metaphorical
nuclear reactors as a metaphor for dangerolenguage. As Jackendoff and Aaron (1991)
situations, then such an analogy must be creatpdinted out, many expressions that people con
on the spot. As Bowdle and Gentner (Novemsider straightforward and literal are treated by
ber, 1995; See also Gentner & Wolff, 2000} akoff and his colleagues as metaphorical (cf.
have suggested, the processes used to undeakoff & Turner, 1989). The expressiolm



592 KEYSAR ET AL.

depresseds one example, as ihe road goes  Finally, to not just blur but to categorically
from London to Canterbunjt.akoff and Turner eliminate any distinction between literal and
would argue that roads cannot literally go fronfigurative language violates not only our every-
one place to another in the sense of physicdhay intuitions but also the very notion of met-
travel. Our alternative is simple: the word “go”aphor as a distinct linguistic concept. As Gilbert
is polysemous and can be used to refer to eand Sullivan wrote, “When everyone is some-
tents (e.g., the crack in the wall went from ondody, then no one’s anybody.” Analogously,
end of the room to the other) or to physicalvhen everything is metaphor, then nothing can
movement (e.g., the ant on the wall went fronbe literal. Surely, this cannot be literally true.
one end of the room to the other).

How can we distinguish between polysemy REFERENCES
of this sort and metaphor? Jackendoff angd ion b. w., Mckoon, G., & Gerrig, R. J. (1995).
Aaron (1991) suggest a test for whether or not  vetaphor-based schemas and text representation
an expression is literal or metaphorical. Con- Making connections through conceptual metaphors.
sider theroad goesexpression. If asked, most  Journal of Experimental Psychology: Learning, Mem-
people would not judge the expression to be © and Cognition21, 612-625.

. . . Bowdle, B. F., & Gentner, D. (1995, NovembeT)he ca-
metaphoncal. More to the point, consider a reer of metaphor.The 36th annual meeting of the
question such as “If roads could be thought of as  psychonomics Society. Los Angeles, CA.
going from one point to another, would it makeGentner, D. (1983). Structure mapping: A theoretical frame-
sense to say that the road goes from London to work for analogy.Cognitive Science/, 155-170.
Canterbury?” Most people would find this ques_Gentner, D., & Boronat, C. B. (1992, Septemb&fgtaphor

. - . as mappingPaper presented at a workshop on meta-
tion distinctly odd because roads going from phor $§| Agviv Perp P

one place. to another is simply not thought of a8entner, D., & Boronat, C. B. (1999, Novembeword
metaphorical. In our terms, the expression does metaphors as generative domain mappifige 40th

not instantiate any conceptual mapping between annual meeting of the Psychonomics Society, Los An-
roads and traveling entities. geles, CA.

L , . Gentner, D., & Wolff, P. (2000). Metaphor and knowledge
But this is exactly Lakoff and Johnson’s pri- change. In E. Dietrich & A. B. Markman (Edsog-

mary claim—that linguistic expressions that nitive dynamics: Conceptual change in humans and
most of us think of as literal are, in essence, machines.
metaphorical. They are metaphorical becaugabbs, R. W. (1990). Comprehending figurative referential
they instantiate metaphorical conceptual map- descri_ptions.JournaI of Exp_e_rimental Psychology:

. . . Learning, Memory and Cognitiori,6, 56 —66.
p]ngs. Whatever merit the conceptual m'f’lppmgibbs, R. W. (1992a). Categorization and metaphor under-
view might have for a theory of concepts, We  gtandingPsychological Reviewg9, 572-577.
find this view without any serious merit for aGibbs, R. W. (1992b). What do idioms really mealsir-
theory of text or discourse comprehension. nal of Memory and Languag&l, 485-506.
Surely, there is a difference in what people muﬁ'bbé'a ﬁbr}’c‘j’ée(ld’riy';?ssspoe“cs of mindCambridge:
do to unders_tand frozen mEIaphorS Such as tE‘?obs, R. W. (1997). Why many concepts are metaphorical.
arm of a chair and novel ones suchthg crime Cognition, 61, 309-319.
rate has reached meltdown proportiois.the Gibbs, R. W., & Nayak, N. P. (1991). Why idioms mean
context of our three experiments, people under- Wwhat they do.Journal of Experimental Psychology:
stood conventional expressions without using. General, 120, 93-95. _

. . ibbs, R. W., & O'Brien, J. E. (1990). Idioms and mental
conceptual mappings, but apparently did use imagery: The metaphorical motivation for idiomatic
(and perhaps even generate) conceptual map- meaning.Cognition, 36, 35— 68.
pings when understanding novel expressionslucksberg, S. (1988). Language and Thought. In R. Stern.
To argue, as Lakoff and Johnson do, that people berg & E. E. Smith (Eds.JThe psychology of human
routinely use conceptual mappings even whep thought.Cambridge: Cambridge Univ. Press.

. o . Glucksberg, S., Brown, M., & McGlone, M. S. (1993).
under.Standmg familiar "fmd conventional ex- Conceptual metaphors are not automatically accesset
pressions unduly complicates models of lan-  quring idiom comprehensiorMemory & Cognition,

guage comprehension. 21,711-719.
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Glucksberg, S., & Keysar, B. (1990). Understanding meta-akoff, G., & Johnson, M. (1980bMetaphors we live by.

phorical comparisons: Beyond similariti?’sychologi- Chicago: Univ. of Chicago Press.

cal Review97, 3-18. Lakoff, G., & Turner, M. (1989)More than cool reason:
Glucksberg, S., & McGlone, M. S. (1999). When love isnot ~ The power of poetic metaphdserkeley, CA: Univ. of

a journey: What metaphors mealournal of Pragmat- California at Berkeley.

ics, 31, 1541-1558. McGlone, M. S. (1996). Conceptual metaphors and figura-
Glucksberg, S., McGlone, M. S., & Manfredi, D. (1997). tive language interpretation: Food for thoughtirnal

Property attribution in metaphor comprehensidour- of Memory and Languagé5, 544 -565.

nal of Memory and Languag&g, 50—67. Murphy, G. L. (1996). On metaphoric representatidbsg-

Green, D. C., & Vervaeke, J. (1997). The experience of  hition, 60,173-204. '
objects and the objects of experienddetaphor and Murphy, G. L. (1997). Reasons to doubt the present evi-
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